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1 Introduction

The mixture theory has many interesting applications. Let us give an incom-
plete list of them:

e modelling biological systems,

e designing and interpreting electrophoresis experiments,
e designing chemical reactors,

e optimizing fuel cells

At least some of these processes are assumed to be fitted to incompressible
model. Contrary to works [Rou06], [Rou05], [Rou07] and [Gla07] we would
rather assume the incompressibility only for the whole mixture. The main
problem is that incompressibility should not be confused with volume ad-
ditivity hypothesis. Let us for example consider water and sugar. We will
agree that both are incompressible substances. Still while mixing the mixture
gets “compressed”. However, once mixed, the mixture may be considered as
incompressible again. Very important role in modelling of the mixture be-
havior plays the electric potential. In biological cells may the electric field
attain intensity 10-100 MV /m. During the electrophoresis may the electric
field cause almost full separation of components.

The model proposed here is based on so called Eckart-Prigogine princi-
ple (see [Pri47] and [Eck40]) introducing barycentric velocity. This principle
allows us to avoid any in principle unmeasurable quantities which rational
thermodynamics cannot avoid. New approach of beyond equilibrium ther-
modynamics is also refered. Mathematical treatment of models with density
non-constant in space is more difficulty and techniques used in [Gla07] to
get convergence of semi-implicit method. The most important difficulty is
obtaining maximum principle. The maximum principles cannot be obtained
on discrete systems but also cannot be obtained aposteriori on fully coupled
equations due to insufficient regularity of density.

2 Deduction of the model

In this section we try to deduce a model of incompressible ionized mixtures
which is mathematically treatable but still captures several physical phenom-
ena. Main improvement in comparison with [Rou06| is removing volume-
additivity hypothesis and the assumption that all species in the mixtures
have the same specific densities. For the sake of simplicity we assume that



the density of i-th species
the velocity of i-th species
the reaction rates vector

the density

the barycentric velocity

the vector of mass fractions
the diffusion flux

the free energy

the electrochemical potential
the matrix of transport coefficients
the diffusion matrix

the electro-mobility vector
the diffusion coefficient

the specific charge

the trajectory

the stress tensor

the pressure

the electric potential

the stress tensor

the viscosity

the charge density

the permittivity

the activity

the time step

the regularization parameter
the test function

the domain

the time interval

the time-space cylinder

the boundary of the domain times the time interval

Table 1: the nomenclature
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all functions in the model are (C° . This assumption is quite usual even
when deriving balance equations for single component fluid but may be re-
laxed. For relaxation of the smoothness assumption in single component case
see [Fei03]. The procedure used here suffers several problems that are also
listed. The last but not least goal of this section is to relate the model to
other models used in the literature.
Let us derive the model. First we formulate the continuity equation for

every species:

dpi

ot
Here we denoted by v; the velocity of the species, p; the density of the species
in the mixture and r; the reaction rate. Let us note that we have that
Zle r; = 0 by conservation of mass in reactions. In rational thermodynamics
we would proceed by formulating other balance equations for each species (for
this approach see for example [TT60]). Here we proceed by using the concept
of barycentric velocity going back to the work of Eckart and Prigogine. We
introduce the following notation:

+ div(p;v;) = 7y (2.1)

° p= Zle p; is the density of the whole mixture,

° ¢ = % is the mass fraction of i-th species,

o v = Zle ¢;v; 1s the barycentric velocity,
e j;, = piv; — pv is the diffusion flux.
From definition we see that Zle ji = 0. By summing the equations (2.1) we

get the the usual continuity equation

dp . _
FTl div(pv) = 0. (2.2)

We shall also rewrite the equation (2.1)) to get rid of v;

apc;
ot

+div(pciv — ji) = 1. (2.3)

Our main goal is now to find a constitutive equation for j;. We choose it
here as

L
Ji = Z M;;Vp; .
j=1

The quantity f; is the electrochemical potential and is defined as the deriva-
tive of free energy v with respect to ¢;. However, from mathematical point
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of view the electrochemical potentials are not good functions to work with
because it is hard to get some estimates on them. We shall now assume that
1 = 1(c, ¢) and use the chain rule. We obtain

= Z M, + ZL: M;; agw (2.4)
ij a 2 J l]a a(b :
To simplify the notation we define
01
Dij = M”a_cg (2.5)
and .
82w
J_

The matrix M can be chosen according to [dG80] or [GNS04] as

D.c;
Mij = Dici 5ij — +
> i1 Drci

where D; is the diffusion coefficient according to i-th species. Denoting z;
specific charge of i-th species and ¢ = Zle z;c; We may write a constitutive
relation

L
= ZKCZ» loge; +q¢. (2.7)
i=1

Using this relation we deduce

Dc;
> k1 Drer

L
—_ KDzCz <ZZ' — —Zk:1 Dk2k0k> .

and

> i1 Drci

The incompressibility and the momentum balance we formulate for the
mixture as whole. For deriving of incompressibility condition we define x(¢, x)

by equation
Ox(t, )

ot

=uv(t,x(t,z)), x(0,z)==x. (2.8)



In one component fluid moving by velocity v this has the meaning of change
of variables into Lagrangian coordinates. Incompressibility condition says
that volume is preserved by flow, ie.

/dm:/ d:p:/ det Vx(t, z)dx
K X(t,K) K

The condition is equivalent to the condition det Vx(¢,z) = 1. Taking the
time derivative

ddet Vx(t, x)
0= —— A\
ot
we conclude that dive = 0. The momentum balance is expressed by well

known Navier-Stokes equation driven by the Lorentz force on the right hand
side.

= divodet Vx(t, z)

O(pv) +div(pv @ v —T) + Vp = pgV ¢

The last relation we need is the equation for the electric potential. Full
Maxwell equations here reduce to a Poisson equation

—eAd = pq.
The resulting system is

O(pv) +div(pv@v —T) +Vp=pgVe , dive =0,

(2.9a)
Op + div(pv) =0, (2.9Db)
L
Opc; + div (pvci — Z D;;(¢)Ve; — mi(c)ngS) =ri(c), (2.9¢)
=1
—div(eVe) = pq, (2.9d)

where ¢ = ¢ - z is the charge, z are specific charges of constituents and
T =2v(c)Dv (2.9¢)

is the stress tensor. The boundary conditions are:

v=20, (2.9f)
(D(c)Ve+ m(c)Vo)n =0, (2.9g)
0 (0 ow) (290)



and the initial conditions are

p(0) = po, (2.91)
v(0) = vy, (2.9))
c(0) =co. (2.9k)

Once derived the model let us discuss the relation of the models and other
model used in chemistry. Chemists tend to use another type of variables —
analytic concentrations defined as number of moles divided by volume or
activities. However, models using analytical concentrations are equivalent
to the model described here by the formula p; = M;¢; where ¢; are analyt-
ical concentrations and M; are molar weights. The activities are quantities
defined by formula

L

Y(a,d) = ZKai loga; + qo . (2.10)

i=1

The relation between any type of concentrations and activities is a bit ob-
scure, in fact can be precisely written only in terms of implicit functions as
(e, ) = w(a(c), ). For needs of numerical computations there exists some
approximate formulae defining ¢ = ¢(a). The reason for introducing activi-
ties was discrepancy between constitutive relation and real forms of free
energy. As we saw in the form of the model is not affected by choice of
free energy and there is no need to introduce another experimentally hardly
measurable or even unmeasurable quantity called activity.

In chemistry one also often uses modelling assumptions of local chemical
equilibrium and electroneutrality. In mathematical language it means that
the mixture evolves in such way that

ri(c) =0 and ¢(c) =0. (2.11)

The equations should be interpreted as nonlinear constraints replacing some
equations of . It is well known even among chemists that such equa-
tions admit non-unique solution, but this fact is quietly ignored as only one
solution is chemically admissible (for example in terms of pH). To the au-
thor’s knowledge the notion of chemical admissibility in not axiomatically
defined and depends only on chemist’s intuition. Our model could be the-
oretically constructed to preserve chemical equilibria and electroneutrality
but the analysis done in section [3] based on positive definiteness of matrix
D would fail. Chemical equilibrium and electroneutrality is in the general
case only description of some stationary state of the equation. We also may
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give some precise meaning to the notion of chemical admissibility in terms of
stability of the stationary solution.

Let us in short mention other models appeared in literature. Very pop-
ular is the rational thermodynamics for mixtures introduced by [TT60] and
already mentioned here. In spite of their popularity these results in mixture
theory are not as nice as one would await. The best results to the authors
knowledge are [Sam07|. New and promising approach is beyond equilibrium
thermodynamics.Also interesting but mathematically untreatable is model
proposed in [EPM97]. This model replaces the condition ZiLzl ji = 0 by the
the condition

L
div) " ji=0 (2.12)
=1

and defines
Ji = DieiV (pi + p)

with p chosen such that holds. It is shown [OE97] that the model is in
some situations more accurate our model with matrix computed in [dG80].
Our model can in compressible case arise also from Boltzmann equation as
shown in [Gio99]. Let us finish this excursion by noting that many more or
less rigorously derived models arise in studies of fuel cells. A good summary
of the models is in [WNO4].

The deduchion suffers several problems. Let us look at some of them.
The first one is that the model assumes quietly that no separation of species
takes place. Formally this assumption is inserted in the assumption that v;
is defined on whole 2. The more practical side of the problem is that if
separation of species takes place, the surface tension has to be considered.
One of possible solutions to such problem may be to introduce the free energy
in the form of ¥ = ¥(p,c, Ve, ¢) as was done in |[AF07].

The assumption that the free energy is independent of the density also
is not too realistic. To illustrate this we recall formula for the pressure
compressible case p = ng—lﬁ. The main reason for omitting the dependency is
thatVp which would arise by the chain rule in would be untreatable as
there is really no reason for density in weak formulation to be differentiable.

The last objection is against the meaning of y from . In single com-
ponent fluid it has x(+, z) the meaning of trajectory of a material point which
was initially in position x. This notion is at least controversial in mixtures
and we may wonder whether the characterisation of incompressibility by term
divv = 0 is really the thing we need. The only argument we have to advocate
characterising incompressibility by the condition divv = 0 is the fact that if
v € C and divev = 0 we may solve the continuity equation by the function
p(t,x(t,z)) = p(0,z) and observe that the fluid really do no get compressed.
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3 Existence proof

We will study the equations (2.9). The data qualification is:
e ve(Ch0<y <v(c) <y,

e D € O™, D positive definite on {z € RY : S5 2, =0}, S5 D;; =0
and for ¢; < 0 we have D;;(c) > 0 and D;j(c) =0 for i # j,

m € C* and for ¢; < 0 holds m;(c) = 0.

r € C bounded and for ¢; < 0 we have 7;(c) > 0,

o >0,

ox, € L? (09),

We will follow techniques developed by Abels and Feireisl in [AF07]. Con-
trary to the cited article this theses studies the incompressible case and cou-
pling with the electric potential but does not include any gradients in the
free energy. The Nernst-Planck equations are formulated and treated as in
[Rou06].

Now let us define, what a solution means.

Definition 3.1. As a weak solution to the system ([2.9) we will call

pe LI xUR),
v e LI Wel (0 R?)),

ce ALWY(QRY), S e =1, ¢ >0,

o ¢ € L>(I;,Wh2(Q;RE)
satisfying
1. with every ¢ € W2 (Q), dive =0, p(T) =0
/ pvoyp + (pr @ v+ T) : Vdzdt + / povop(0)dx
Q Q

(3.1)
= / pqV ppdxdt
Q

12



2. p is a renormalized solution of continuity equation. This means that
for every p € C5°((0,T) x Q) and every b € C°([0; 00)) bounded with

B(p) = B(1) + /p &z)dz

1 z

satisfy

/ (pB(p)Oip + pB(p)v - Vi — b(p) divep)dadt =0 (3.2)
Q
3. the concentrations satisfy with every o € W2 (Q), o(T) =0

L
/ pciOyp + (peiv + Z D;;(e)Vej 4+ m;(e)Ve) - Vdadt
Q 7j=1 (33)

[ #0)c(00p0)ds =~ [ ri(e)pdac
Q Q
4. with every p € L' (I; Wh2(Q))

/ eV - Vodrdt + / (¢ — ox)pdadt = / pqpdadt (3.4)
Q z Q

Remarque 3.2. The concept of a renormalized solution of the continuity equa-
tion was introduced by DiPerna and Lions in their article [DL89].

For the proof of existence of such solution we will use four approximation
steps:

e regularization of the continuity equation by term eAp,
e time discretization by Roethe method,

e space discretization of Navier-Stokes and Poisson equations by Galerkin
method,

e decoupling into linear equations.
The proof is organized as follows:

1. The existence for regularized, discretized and decoupled equations is
proved.

2. We prove the maximum principle for continuity equation and the esti-
mates uniform in time.
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3. We use the Shauder’s fixed-point theorem to prove existence of solution
for regularized and discretized system.

4. The rest of apriori estimates are done.

5. The limit passage from discretization gives us the solution of regularized
system.

6. We pass to the limit from the approximation.

For the discretization in space we introduce two sequences of finite di-
mensional spaces

Voiy C C&,div (Q),VrcCc ()

which satisfy U, V(),?divll-llwl,2<g> = W(Jl,ﬁiv () and U, pallwize _ g ().
For time discretization we introduce the sequence of timesteps 7" — 0. We
assume that = = N(7") € N. For fixed sequences of spaces 0div and V" the
terms of the sequence 7, should be chosen small enough. The exact condition
will arise during the proof and in case of finite element discretization will have
the meaning of the stability condition. We also define retract

K(e)i= =g
Zj:l Cj+

First we approximate the continuity equation to be able to test by solu-
tions themselves. The approximated continuity equation is

Ope + div(peve) = eApe .
The approximation also affects Navier-Stokes and Nernst-Planck equations

O (p-ve) +eVp Vo, + div (pv. @ v. — T(c., Dv.)) + Vp. = pq(c.)Vo.,
Oi(pe(ce)i) — elee)iApe

+ div (Peve(cs)i - Z Dij(ce)V(ee); — mi(ca)v¢s> = 71i(ce) -

We also regularize the initial condition. More precisely we introduce sequence
po. € WH2(Q) such that py. — po in L®as e — 0. In the limit passage
from the discretized system we will not be able to identify neither the term
eVp:Vu. nor the term e(c.);Ap. However, the only information we need to
know about the terms in limit passage with ¢ — 0 are the apriori estimates.
This motivates the following definition.

14



Definition 3.3. As a solution to the approximated problem we will call
e v, ¢. and ¢, as in definition [3.1),
o p€L>(Q)NL*(I;WH*(Q)),
o fo f2e L, Vel + VEIL e <C

satisfying and

0
pa—(pdxdt—/p508Vg0dxdt+€/ Vpg-Vgodxdt:/povogo(O)dx,
o ot Q Q o

/ P00 + (pev- @ ve + T(c-Do.) : Vipdadt + 6/ frodxdt
Q Q

= / povop(0)dr — / peq(ce)Voepdadt
Q Q

/ p(ce)iOppdadt
Q

+ /Q(P(Ca)ﬂia + Z D;j(c.)V(ce)j +mi(ce)Voe +e(c.);Vp) - Vipdadt

=1

+ [ ertoar— [ p0)c0)p0dr = [ rife)pdra

Q
with every ¢ € Cg° ([0,T) x Q).

Next we discretize in time by implicit method. Because we need some
version of maximum principles, we should not discretize Nernst-Planck and
continuity equations in space. The other two equations we discretize also in
space to make them better treatable.

Definition 3.4. As a solution to discretized problem we will call
o pf, €W (Q),
d Uf,n S Vg}div7
o ¢k, e (W (Q) 3 (ki) =1,

o ¢f eV

15



defined by relations:

0o _
pa—:,n - pO,E I

0 _
vfﬂl = PVOT,LdivUO s (35&)
C0 = Cp,

en

/ Ve, Viuds - / (60, — ds)puda = / 2 (K (E,)eudz, (3.5D)
Q o0 Q

pk—l—l k+1 pk Uk
en 5 n enemn k+1_ k+1 k+1
/ ~s01dx—/p€n en Uz, - Vrde

+e / vpk“ Volitede / T(K(c2H), Dot - Vda (3.5¢)
Q

/plgcj;lq(K( n+1)€n)v¢n+1 1d£C,

pk+1 -
/ugpgdx /p’;:;l M Vi, d:l:—l—e/Vpk“ Vpodzr =0,
0 T
(3.5d)

k1Y _ (kY

/ PE e )zTn (Cg’")lwzdwr / pERIOERE -V (k) ipsda

Q

+/Q(DZ-]»(K((:’§;1))V(<:’§;1)J-+mi(K( ATV Vipsda (3.5¢)

- / ri(B () )pad
Q

/ eVET Vi,da — / e(¢ft! — ¢x)pada = / Pl (K () pada
Q o0
(3.5f)

for k=0,...,N(7") — 1 and every @1 € Vi'y,, w2 € W' (Q), o3 € W2 (Q)
andp, € V™.

The existence of an approximated solution will be proved by Shauder’s
fixed-point theorem. In the practice of numerical computation, the coupling
will be done at each timestep separately before computing the next timestep.
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For purposes of the analysis we need some bounds uniform in time. For
simplicity of obtaining such bounds we first solve the decoupled equations
in all timesteps and then we couple them simultaneously in all timesteps.
This presents no further difficulty because for fixed 7" there is only a finite
number of timesteps.

Definition 3.5. As a solution to the decoupled problem with “old” quantities
v and ¢ we will call

hd p’;,n,f),ﬁ € W172 (Q))

k
o envce 0d1V7

o e (W) SE =1

€,n,0,C
VAL
o ¢t
£,n,0,C

indexed by £ =0,..., N(7") and satisfying

0,div?0 ’ (36&)

/ €V¢snv ,C V904dx - / ( g,n,ﬁ,é - ¢E>(p4dx = / pg,n,ﬁ,éQ(K(éo))(p4dxa
Q o0 Q
(3.6b)

pk+1 vk+1 _ pk ,Uk
&,n,0,¢c " €,n,0,C €,n,v,¢c"e,n,v,c k+1  ~k+1 k+1
/ n Spldx /psnﬁév ®Uenvc VgOld.Z'

+ / Vpbih o Vortl oida + / T(K (), DuliL o) - Veda
Q Q

/pfilﬁa (K (Hl)) ¢§Z,lﬁ,a‘<ﬁ1da7

PEFL g
/ e,n,0,é €,n,8,0 poda — / l;—;lv c@k-}-l - Vipodz + / VP];;;l{;,é -Vodr =0
Q @ .
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k+1 k
Cenove)i — \Cenpéli
p,; ( s,n,v,c) ( £,1,0, ) ()03d$_|_/ k+1~ ~Uk+1~ . V(Ck+1 )nggdﬂﬁ
Q

o ,n,0,C n &,n,0,¢c " €,n,0,C £,n,0,C
b [ (DK@ )DL )+ mil K@)k e Tiada
Q

(3.6¢)

/ evgblsc;,lﬁ,a - Vipydr — / ( ]‘:Tzlﬁé - ¢Z>904d:£ = / Pf;,l@,&q(K(ékH))Sde
Q o0 Q
(3.6£)

for k=0,...,N(7") and every @1 € Vi, w2 € W (Q), o3 € WH?(Q) and
pg € V™.

Lemma 3.6. Let sup, Hf)’“”vn < K, Zle(co)i =1 and py < poe < pu-
Then there exists T(n, ) depending on K and the choice of spaces Vi, and
V™. such that if T, < 7(n) then there ezists a solution to decoupled problem

as defined in definition 3.5,

Proof. We could prove the existence of solution by simple using the Lax-
Milgram lemma. However, by this way we would not obtain uniform bound
on [[Vpl|2q) needed for estimate of 7(n). That why we prove the existence
using the Galerkin approximation. For the Galerkin approximation we need
finite dimensional spaces generated by eigenfunctions of the Laplace operator
to be able to test by Ap. The existence of Galerkin approximations is done
by Lax-Milgramm lemma with bi-linear form

a1 (p, wz)Z/ngdw—/pﬁ-V¢zdx+€/W-Vs@1dx
QT Q Q

which satisfies ]
2 2
ai(p, p) = - o720 +€IVRllL2 ()

because of the computation

1
/pv-Vpdm——/v~Vp2dx—0.
Q 2 Ja

The crucial estimate we need is obtained by testing the continuity equation
by Apft! (we for sake of simplicity omit the other indices). The convective

18



term will be handled in the following way

/Q div(p* 1) Apde < K[Vl 2o | 265 2y
< 285 pagqy + O3 [V oy -
We may conclude that
o IV iy + 5 IV = Pl sy + 5 18l
< CR2 905 gy + 5 [ 99 L

Summing equations and using the discrete Gronwall inequality gives us that
there exists K; independent of choice of 7 < m such that HVpkH 12(@) <

K ||Vp0,5||2LQ(Q). For the Poisson equation we use the Lax-Milgram lemma
in a standard way. For the Navier-Stokes equations we shall use again the
Lax-Milgram lemma together with estimates

k+1
ps,n,f;,év Pm
[ e = 2 ol

- / P?;}ﬁ,aﬁkﬂ ®v - Vodr > —pu K [v]] 20 [V 120
Q

2 5 2
> —Copi K |0l 720 — 5 V][ 720

T(K ("), Do) - Vodz > Vol 12

S~

2

/QVP’.:jz,lﬁ,a -Vovdr > — ||VP§;,15,5HL2(Q) HVU||L2(Q) [v][yn
2 p
Ea 12(Q) ||U||L2(Q) U ||VU||L2(Q)

Cg vak—i—l

€,n,0,C

where we have used the Korn’s inequality, the minimum principle for the
continuity equation (lemma [3.7)) and equivalence of norms on finite dimen-
sional subspace. For satisfying assumptions of the Lax-Milgram lemma we

must choose
T < Prm Pm

<
2 — 2
Pl Cs + CoKa Vpoellia) — p3K%cs + Co || VoS Al @
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The treatment of Nernst-Planck equation is more complicated. We first shall

prove that we are allowed to search the solution in form o := Zle ¢ = 1.

By summing all equations for concentrations we get an equation for o

—1
/Pf,n%wzdan/PﬁlmVU Upada .
Q

We see that the equations admit the solution o = 1. Now we use the Lax-

Milgramm lemma again. By the relation ¢, = 1 — ZZL;

11 ¢; we introduce a
bi-linear form ay : (W™)L=1 x (W™)L=1 — R by formula:
L .
az(c, p) = Z (/ plag,nT_;SOidw—l—/szleavf;lcv Veipidr
=1 /O

n / (D4 (K (&) Ve da)

For the coercivity let us note the following estimates:

L

Ci P 2
Z/Q/)I;,nﬁ,aT_;Cidx 2 7__7: HC||L2(Q) ;
i=1

L
Z/ plagzlvc lev cdx > - ‘ f;,lﬁ,EHVn HCHL2(Q) HVC“LQ(Q)

(6] 2 2
= 1 ||VC||L2(Q) — CoK3 ||C||L2(Q) 3

Z/ Dij(K(@))Ve;Vedr > || Ve

where for estimating the velocity in the convective term we used the lemma
. For using Lax-Milgram lemma we need 7 < =22 O

Co K2

Lemma 3.7. Let p,, < pt,, < par and let pf1Y . € W2 (Q) such that (3.6d)

g,n,v,c

holds. Moreover let divo = 0. Then pn < pr+1 < pum-

Proof. We rewrite the equation in form

k+1 - ko m
/ (pg n 1] c pm) (pE,TL,'U,C p )QOde _ / k+1 ~k+1 . VSOQdI‘
Q Q

n panvc

+€/ v(p’sc:lvc - pm) . VSOQdm =0
Q
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bt )~ as a test-function. We get

and use (panvc — Pm

1
— (1t e = o) |5 + IV (e = )7l <O

n £,n,0,C €,n,0,C

While getting the result we shall use that pf, ;- > pp, and 2~ = min(z,0) <0
to get fo, = (pk,5c — Pm) (PEhsc — pm)~dz > 0 and

/Q V(L — p) ) = / div T (A — pu) )2z = 0.

O
k41 k41 »
Lemma 3.8. For v} 5. and ¢, 5 - from definition we have
k41 k+1
| £1,8,6 ‘ 877171775HW112(Q) < K

where Ky is independent of choice of U and c.

k+1 H
E,TL,’E,E Lo (Q

) < py and from the defi-

nition of the retract we conclude [[K(¢)|~ gy < 1. As a consequence we also

Proof. From the lemma [3.7| we have Hp

have V¢€ nig uniformly bounded. Next we shall test the continuity equation
k+1
by 1 |v€7n7ﬁ75| and compute
k+1 k+1 |2 k k+1 |2
ps n,?,c ‘ e,n,f;,&‘ - pe,n Us,n,ﬁ,él
2T
Rl | kL 2 k+1 k+1 k+1 |2 k k|2
2p£—:nv ¢ | Ve n,f),6| - 2p6,n emn  Yen,,é penv c 5,n,1~),6| + Pen ‘ s,n’
2Tm
kel (2 k+1 E o],k |2
Pen a,n,ﬁ,é| - 2105,71 en  Yen,,é Pen Us,n| .
2T
k+1 k+1 k k+1
en,v,é | Ye,n, o c| 2p6,n emn " Ven,o,e
2"
k41| k41 |2 ko |,k |2 k+1 k|2
. ps n,?,c ‘ e,n,fz,é‘ - pe,n ‘Ue,n‘ + Pk ‘Ue,n,f),é - Us,n
2Tm

So we have the following equality

pk-‘rl ’ k+1 —p k. Uk—l—l

e,n,0,¢ | “e,n,0,¢ enen &,n,0,C k41 k41 k41
/ - + (s cVemse ® 0) - VUIi
Q T

penvc €,n,0,¢ sn,f),&

+eVpltl okl WL dx (3.7)

€,n,0,C &£,n,0,¢ envc
k41 k+1 |2 k k k+1 E |2
o ps n,0,¢ ‘Ue,n,f;,é‘ - pe,n }Us,n‘ + pa,n Us,n,ﬁ,& - Ua,n|
Q 2T
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k+1

Now we just test the Navier-Stokes equation by v/ - -

and get

2

k k 2 2 k
/ ps—;lv ¢ Us,—T’—L,lf),E} - pl;,n |U§,n} + plg,n Us,:,lf),é - U?,n
0 27" (3.8)
+T(E, Do) e VOELS odo = /Q pa(K(€)) VLl - it da

Using Holder and discrete Gronwall inequalities concludes the statement

about v*TL . For the statement about c*T’ _ we use the same estimates
as while proving lemma |3.6] O]

Lemma 3.9. There exists 7(n) depending on choice of spaces V™, W™ such
that if 7, < 7(n) there exists a solution to the discrete problem as defined in

definition [3.4).

Proof. We use Shauder fixed-point theorem. Using lemma [3.6) with K from
lemma we define mapping F : Bx C V™ x L? (9)2 — Bk which to
(0,¢, p) assigns vlev = and clev = solving the decoupled problem. As we know
from lemma we also have |[F(Bxk)|[ynxpr2q) < K and hence F(B) is
compact. The ast thing we need to assure is continuity of F. Let (2™, &™) —
(0,¢). We will for simplicity define (v™, ™) := F(0™,é™). From the same
reason we abbreviate solutions of decoupled continuity equation as p™ and
solutions of decoupled Poisson equation as ¢™. From apriori bounds already
obtained we may choose subsequences such that

o V" Hvln%dlv’

e ¢ — ¢ weakly in W2 (Q),

m

e ¢™ — cstrongly in L? (),

e O™ — ¢ strongly in V",

o p" —* p weakly-* in L (Q),
o )" — pin WH2(Q).

The obtained convergences are enough to converge in equations and obtain
continuity of of the mapping F. O]

Lemma 3.10. Let (c* n)i > 0 almost everywhere and ck+1 from the definition
3.4 Then (cti'); >0 ‘almost everywhere.
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Proof. The proof of this goes in lines of proof of maximum principle for
elliptic partial differential equations done in the book [GT01]. As the theorem
8.1 of |[GTO1] is not directly applicable to our problem the proof will be
rewritten here. For the contradiction let us assume that m = essinfg(c k,“)Z <
0. Let us take arbitrary r € (m,0) and test the equation by ((cff!); —r)~.
Some terms in the equation have the right sign sign and we may forget them:

[ ek ety —ryar 2 0,

n

g,n

/ m;(c k+1 k+1 -V((c k+1)z —7r) dz =0,

/Qrz(ckﬂ)((cf;l)i C )z <0,

We may estimate the norm H (clg;gl — : by the time derivative and

i HWL?(Q)
the diffusive term:

k41
JER
o T ’
(0= r) .
= [ PSS e - e [ (e e

™n

2 O[5 = 1)l agey

/ Z (VN NV (R = 1) de > CV (e = 1) )| oy
Finally the only term for estimating is the convective term:
_ 12 _
(5= 1) gy < € AT VUi = 7)o

</ P V(D = ) (=) da
((cER)i=r)~#0

<y ||(ck k“ )i —T)

_HLQ({V((C’;#)FT) #0}) ” k+1 T _HWL?(Q) :

kJrl)

Because || # 0 we may divide by it and get

") Moy

(2D =)l < Cll(ERD:

N ety
< V(e =) %O}H\ (e =) M 2y
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and conclude that [{V((cE5!); —r)” # O}‘ > (' independently of choice r.
This tells us that (cF!); attains its maximum on set of nonzero measure. By
lemma 7.7 of |[GT01] we have on this set V( F1)i = 0. Now we arrive to

contradiction with fact that [{V((cEt!); — )~ #£0}| > C'if r — m. O

Now we construct piecewise constant approximations of the solution. Now
let us define f,.(t) = fF, for t € ((k — 1)7;k7], where f is selected from
p, v, ¢, ¢. Moreover we need some notation: Aff(t) = f(t+ 1) — f(t),

AZF() = F(B) = F(t=7), Tf(H) = F(t—7), 0 F(1) = 2210 We define also

Ve ny Cemsy PU, . and pc, ,, as linear approximations of corresponding quantities.
Lemma 3.11. We have the following bounds:

1
° ||p€,n|lL<>0(Q) +e2 ||Vp57n||L2(Q) < 07

. p HIVenllag) <€,
o llccnll (@) + Vel 12y < C
o ||¢s,n||L°°(I;W172(Q)) =C,
Bcgn
® |[Cenllpoo(q) + Cemll por o)) + \/_’ 12(Q) =C
. 00z n
Q) + ||Us,n”L2(I;W1’2(Q)) - \/F’ ot L2(Q) =C.

Proof. The estimate [[pen |l (g is a direct consequence of lemma . The
bound on ||c.,|| L(g) 18 obtained from lemma [3.10] and the fact that we

constructed concentrations in such way that Zle(cgyn)i = 1. Now we are
able to deduce the bound on ¢.,. Bounds [[v|l e (oo.r2(gy) 102wy

and /T ‘ H 12(g) 1€ obtained from equality using Hoélder, Young and
discrete Gronwall inequalities. Testing the continuity equation by p, ., using

1
/panvgn-meda::—/vgn-Vp?ndxzo
o 7 2 /o 7 ’

and L*®bounds on p we get 2 IVoenllf2(q) < €. For the last estimates let
us test the discretized Nernst-Planck equation by ck+l to get:

k+1 || k+1 _
L2(Q

P lleei | oy + P |zt = el gy = Pur [t

- o 19 e

</p’;—;111§;16k+1 Vck+1+m( k—i—l) ¢k+1 VCk+1—|—’f‘( k+1) k+1dl‘

— g,n

24



Using Holder and Young inequalities together with already known estimates
O

805 n

gives us bounds on [|Ve. |12, and \/_‘

2Q)

Now let us derive relations satisfied by the approximations. First we work
a bit with the Nernst-Planck equation. If we test the continuity equation with
(cEx1)ip we get

/ Pfﬁl( fﬁl)i - Pf,n(cl§+1)i
Q

7—7’1

pdx
= [t v e [ A Voo

/svkarl v( k+1) SDdl'—i-/gV,OkJrl( k+1) Vgpdx—o
Q

Inserting this into Nernst-Planck equations we obtain

RL(cht 1y ok (ck .
/ Pen (cf e ) pam,( a,n) osde /plgzl 521( 15647;1> Vpzdx
Q

n
/6vpk+1 v( k-l—l) (pdx_i_/evpk-i-l( k:-‘rl) VgOdZL‘
Q Q

_i_\/(DU(CI;;I)v( k’-i-l) +mz( k+1) ¢k+1 V(,Ogdaj
Q

= /QTZ-(K(CHI))QOgdx.

To get the relations for interpolants we test the equations by f (et)r godt

with ¢ chosen such that ¢(T') = 0 and do summation by parts. denotlng by
(-,-) the L3scalar product we get:

- (ps,nvs,na 6;;,—80)62 - (p(],svo’ @(0))9 - (ps,nvs,n ® Ven — -l]—(cs,n: DUE,n); VQO)Q
+ 5(Vp€,n . Vvs,na QP)Q = (pe,nQ(Ce,n)v¢e,na SD)Q y

(e 070)q + (P02 2(0))a + (Penten, V) o = €(Vpem, Vo' )

— (pem(Cem)is 0i70)Q — (poe(co)i, 9(0))a

+ (p!:‘,n(cs,n)ive,n + Z Dij(cs,n)v(cs,n)j + mi<ce,n)v§be,na v@)Q

j=1
+ E(VPE,n : vcs,na SO)Q + E(Cs,nvpe,n)Q = _(Ti(cs,n)a @)Q 5
(V¢s,n7 V‘P)Q + (¢E,n - ¢U)Q = (pa,nQ(Ca,n)a QO)Q .
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Lemma 3.12. For linear approximations we have the following bounds:
e Hﬁﬂs,nHLQ(Wz,z*) < C

i Hﬁcs,nHLQ(WQ,2*) S C

b ||ﬁa7n||L2(W1,2*) S C

Proof. The proof of the lemma consist just of using the Holder inequalities
in weak formulations of the equations. O

Lemma 3.13. There exists at least one approximated weak solution to the
problem (2.9) as defined in the definition . Moreover estimates from the
lemma[3.11 still hold.

Proof. In the previous we constructed the approximate solutions p;,, Ve p,
Cen and ¢, ,. By apriori estimates we may choose convergent subsequences:

® pen =" pin L7 (Q),

e pen — pin L2 (I; W2 (Q)),
® Vp.n Ve, = f1in L' (Q),
o VpeuVieen = foin L' (Q),
o v vin I (1,12 (2),
o v, —vin L?([;WH2(Q)),

® c., ~"cin L™ (Q),

o Cop — cin L2 (I;WH2(Q)),

o $op —* ¢ in L (I; W2 (Q)),
e pu., — pvin L*(Q),

e pc., — pcin L (Q).

Moreover because

oc

ITen = el =7 | 52 |
and %
v,

||7;U5,n - Us,n”g =T % )

we have convergences of the shifted quantities
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o T.v.,, —~*vin L™ (I; L*(Q)),

o Tv.,, —vin L*(I[; W1 (Q)),

o T.c.,, ~*cin L™(Q),

o T.c., — cin L? (I;WH2(Q)).
Using the Aubin-Lions lemma we get

e pey — pin L*(Q),

* pv., — puin L* (W),

— pcin L2 (Wl’z*).

By uniqueness of the distributional limit (because c. ,p € L* (W?) for ¢ €
C((0,T) x Q) we get pv = pv and pc = pc. For strong convergence of
concentrations we compute

|l Cem — cHi < C/ Pen(Cemn — C)ZdLE
Q

= / ps,nca,n(ce,n - C)dZL‘ - / ps,nca,nCdx + / p”c2dx —0
Q Q Q

To converge we also need the strong convergence in the gradient of ¢. From
equation for electric potential we have:

||V¢e,n - qu”z - (pa,nQ(ce,N)a ¢a,n - ¢) + (nga v¢a,n - ng) — 0.

Having these convergences in hand we see that limit functions satisfy equa-
tions . Also because c., converge strongly in L? (Q)), we may select a
subsequence converging pointwise and pass to limit in the constraint ¢, , > 0.
Finally the statements about norms are direct consequence of lowersemicon-
tinuity of norm. O

Theorem 3.14. There exists at least one weak solution to the problem (2.9)).

Proof. The proof of this theorem is based on the same convergences as the
proof of lemma [3.13] The main difference is that now p. — p only in
L? (I; (W' (Q))"). Moreover we have from apriori bounds that

e cVp. — 0 strongly in L? (Q)
e cVf! — 0 strongly in L' (Q)
e cVf2 — 0 strongly in L' (Q)

The solution of continuity equation is also a renormalized solution because
v € L?(I; W2 (Q)) has automatically the renormalisation property as was
proved in [DL89]. O

* pCep
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4 conclusion

The goal of the work was to remove not too realistic assumption that all
species have the same mass densities and also remove volume additivity
hypothesis from the works [Rou06], [Rou05] and |[Rou07|. This goal was
archived in sections [2] and [3] The proof presented in the section [3] is not
usable for numerical purposes. It uses several limit passages to deal at least
partly with maximum principles. One still could read a few ansatzes for
numerical computation from it. One could get the conditions on timesteps,
the regularization term in continuity equation and corresponding term in
Navier-Stokes equation and the fact that for the density and concentrations
one should have much richer spaces than for other variables. Up to author’s
knowledge the result presented in the thesis is new although it assembles in
right way the techniques from articles [AF07] and [Rou07).
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